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4 Discussion
In contrast to anecdotal reports, we observed !1-MKL to

outperform the average-sum kernel for PHoW and PHoG
kernels (see Table 1). Nevertheless, carefully adjusting the
norm p for boosts the performance of non-sparse MKL which
performed best throughout all our experiments. The opti-
mal choice of the norm p thereby depends on the actual set
of kernels. As a rule of thumb, large values of p work out
in cases where all kernels encode a similar amount of in-
dependent information while smaller values of p are best if
some kernels are less informative or redundant.

As an illustrative example, consider a simple experimen-
tal setup where we deployed MKL together with the fol-
lowing 12 kernels: level-2 PHoW with grey and hue chan-
nels with 10 pixels pitch dense grid and 1200 vocabulary
(3 pyramid levels × 2 colors), PHoG of grey channel (3
pyramid levels), and the pyramid histograms of intensity
with hue channel (3 pyramid levels). Table 4 shows the re-
sults. The sparse !1-MKL yields a similar accuracy as the
average-sum kernel. As suspected, both approaches are sig-
nificantly outperformed by non-sparse MKL.

表 4: A simple case where the performance of !1-norm
MKL deteriorates.

uniform !1 !p-joint !p-single
mean AP 40.8±1.0 40.8±0.9 42.6±0.7 42.3±0.9

5 Conclusions
When measuring data with different measuring devices,

it is always a challenge to combine the respective device
uncertainties in order to fuse all available sensor informa-
tion optimally. In this paper, we revisited this important
topic and discussed machine learning approaches to adap-
tively combine different image descriptors in a systematic
and theoretically well founded manner. While MKL ap-
proaches in principle solve this problem, it has been ob-
served that the standard !1-norm based MKL can rarely
outperform SVMs that use an average of a large number
of kernels. One hypothesis why this seemingly unintuitive
results may occur, is that the sparsity prior may not be ap-
propriate in many real world problems. A close inspection
reveals that most kernels contain useful structural informa-
tion and should therefore not be omitted. A slightly less
severe method of sparsification is to use another norm for
optimization, namely the !p-norm. We tested whether this

hypothesis holds true for computer vision and applied the
recently developed non-sparse !p-norm MKL algorithms to
object classification tasks. By choosing p as a hyperparam-
eter which controls the degree of non-sparsity from a set
of candidate values with the help of a validation data, we
showed that !p-MKL significantly improves SVMs with av-
eraged kernels and the standard sparse !1-norm MKL. Sim-
ilar accuracy gain has been observed by controlling p in
one-class MKL [11].

Future work will incorporate further modeling ideas of
the VOC 2008 winner, e.g. the kernel code book, which
we have so far not even employed. The test result with the
official splits shown in this paper implied that our method
is highly competitive to the winners solution. Furthermore,
a combination of mid-level features by MKL will be an in-
teresting research direction.
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複数の特徴量（カーネル）を組み合わせて使うが、
従来法（sparseMKL）では精度が上がらない場合が多い。

non-sparse MKL

SIFT, phog, ...
grey, RGB, opponent color, ...

pyramid structure

画像識別


