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Task: Estimate the class prior 𝜋 

from the positive and unlabeled 

data 

We show that 𝜋 can be estimated by 

partially matching two distributions 

Overestimation is avoided by 

penalization, giving a simple estimator 

µp(xjy = 1)

p(x)

Why is 𝝅 needed? 

To train a classifier we 

need to know 𝜋 (T-31) 


