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T-30:   変分ベイズLDAの漸近解析
中島伸一（ベルリン工大）、佐藤一誠（東大）、杉山将（東大）

渡辺一帆（豊橋技大）、小林寛子（ニコン）

- ドキュメントあたりの単語数 N、ドキュメント数 M 、語彙サイズ L が大
きい極限での自由エネルギーを解析。
- N, M >> L のときのスパース性を理論的に解明。最尤法との比較。

Latent Dirichlet allocation (LDA)
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(b) PBA
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(c) PBB
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(d) MAP

Figure 2 Estimated number Ĥ of topics by (a) VB, (b) PBA, (c) PBB, and (d) MAP, for the artificial data with

L = 100,M = 100, H∗ = 20, and N ∼ 10000.
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(d) MAP

Figure 3 Estimated number Ĥ of topics for the Last.FM data with L = 100,M = 100, and N ∼ 700.

m-th row vector of B∗Θ∗⊤. Thus, we obtain the L×M ma-

trix V , which corresponds to the empirical word distribution

over M documents.

As a real-world dataset, we used the Last.FM dataset.*4

Last.FM is a well-known social music web site, and the

dataset includes the triple (“user,” “artist,” “Freq”) which

was collected from the play-lists of users in the community

by using a plug-in in users’ media players. This triple means

that “user” played “artist” music “Freq” times, which indi-

cates users’ preferred artists. A user and a played artist are

analogous to a document and a word, respectively. We ran-

domly chose L artists from the top 1000 frequent artists, and

M users who live in the United States. To find a better local

solution (which hopefully is close to the global solution), we

adopted a split and merge strategy (Ueda et al., 2000), and

chose the local solution giving the lowest free energy among

different initialization schemes.

Figure 2 shows the estimated number Ĥ of topics by differ-

ent approximation methods, i.e., VB, PBA, PBB, and MAP,

for the Artificial data with L = 100,M = 100, H∗ = 20 and

N ∼ 10000. We can clearly see that the sparsity thresh-

old in PBB and MAP, where Θ is point-estimated, is larger

than that in VB and PBA, where Θ is marginalized. This

result supports the statements by Corollary 1 and Corol-

lary 2. Figure 3 shows results on the Last.FM data with

L = 100,M = 100 and N ∼ 700. We see a similar tendency

to Figure 2 except the region where η < 1 for PBA, in which

our theory does not predict the estimated number of topics.

Finally, we investigate how different asymptotic settings

*4：http://mtg.upf.edu/node/1671

affect the topic sparsity. Figure 4 shows the sparsity de-

pendence on L and M for the artificial data. The graphs

correspond to the four cases mentioned in Theorem 1, i.e,

(a) L,M ≪ N , (b) L ≪ N,M , (c) M ≪ N,L, and (d)

1 ≪ N,L,M . Corollary 1 explains the behavior in (a) and

(b), and further analysis is required to explain the behavior

in (c) and (d).

5. Conclusion

In this paper, we considered variational Bayesian (VB)

learning in the latent Dirichlet allocation (LDA) model and

analytically derived the leading term of the asymptotic free

energy. When the vocabulary size is small, our result theo-

retically explains the phase-transition phenomenon. On the

other hand, when vocabulary size is as large as the num-

ber of words per document, the leading term tells nothing

about sparsity. We need more accurate analysis to clarify

the sparsity in such cases.

Throughout the paper, we assumed that the hyperparam-

eters α and η are pre-fixed. However, α would often be es-

timated for each topic h, which is one of the advantages of

using the LDA model in practice (Blei et al., 2003). In the

future work, we will extend the current line of analysis to

the empirical Bayesian setting where the hyperparameters

are also learned, and further elucidate the behavior of the

LDA model.
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(d) MAP

Figure 2 Estimated number Ĥ of topics by (a) VB, (b) PBA, (c) PBB, and (d) MAP, for the artificial data with

L = 100,M = 100, H∗ = 20, and N ∼ 10000.
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Figure 3 Estimated number Ĥ of topics for the Last.FM data with L = 100,M = 100, and N ∼ 700.

m-th row vector of B∗Θ∗⊤. Thus, we obtain the L×M ma-

trix V , which corresponds to the empirical word distribution

over M documents.

As a real-world dataset, we used the Last.FM dataset.*4

Last.FM is a well-known social music web site, and the

dataset includes the triple (“user,” “artist,” “Freq”) which

was collected from the play-lists of users in the community

by using a plug-in in users’ media players. This triple means
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cates users’ preferred artists. A user and a played artist are
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M users who live in the United States. To find a better local

solution (which hopefully is close to the global solution), we

adopted a split and merge strategy (Ueda et al., 2000), and

chose the local solution giving the lowest free energy among

different initialization schemes.

Figure 2 shows the estimated number Ĥ of topics by differ-

ent approximation methods, i.e., VB, PBA, PBB, and MAP,

for the Artificial data with L = 100,M = 100, H∗ = 20 and

N ∼ 10000. We can clearly see that the sparsity thresh-

old in PBB and MAP, where Θ is point-estimated, is larger

than that in VB and PBA, where Θ is marginalized. This

result supports the statements by Corollary 1 and Corol-

lary 2. Figure 3 shows results on the Last.FM data with

L = 100,M = 100 and N ∼ 700. We see a similar tendency

to Figure 2 except the region where η < 1 for PBA, in which

our theory does not predict the estimated number of topics.

Finally, we investigate how different asymptotic settings
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affect the topic sparsity. Figure 4 shows the sparsity de-

pendence on L and M for the artificial data. The graphs

correspond to the four cases mentioned in Theorem 1, i.e,

(a) L,M ≪ N , (b) L ≪ N,M , (c) M ≪ N,L, and (d)

1 ≪ N,L,M . Corollary 1 explains the behavior in (a) and

(b), and further analysis is required to explain the behavior

in (c) and (d).

5. Conclusion

In this paper, we considered variational Bayesian (VB)

learning in the latent Dirichlet allocation (LDA) model and

analytically derived the leading term of the asymptotic free

energy. When the vocabulary size is small, our result theo-

retically explains the phase-transition phenomenon. On the

other hand, when vocabulary size is as large as the num-

ber of words per document, the leading term tells nothing

about sparsity. We need more accurate analysis to clarify

the sparsity in such cases.

Throughout the paper, we assumed that the hyperparam-

eters α and η are pre-fixed. However, α would often be es-

timated for each topic h, which is one of the advantages of

using the LDA model in practice (Blei et al., 2003). In the

future work, we will extend the current line of analysis to

the empirical Bayesian setting where the hyperparameters

are also learned, and further elucidate the behavior of the

LDA model.
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