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® A data-driven approach to MT
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Machine Translation

The United Inspection Department
of Heishantou Port has shortened
the procedures for leaving and
entering the territory from originally
2 - 3 days to | day.

® VWe learn parameters from data assuming a “model”
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encoder
f = source
e = target

Channel Model
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® Employed in: ASR, OCR, MT...




Research Questions

5 > 4 XD (fwTh(f,d, e))

arg max

e , vexp (wTh(f,d e
Ze ,d ( ( )

argmaxw h(f,d,e)
(e,d)

¢

® How to model the process of translation?
® How to learn the parameters (given data + model)?

® How to decode (given model + parameters + input
sentence)!



Bilingual Data

| EEBRRT A5 EHERRS
2L BB Bt HE (BBWERE. KEE)

3. EEHEARIERMMEIT T EREF. Bam. Big.

ME Bk, XAFOBHC+—FEREXH, BER
VBRI EZNERHET,

4BARFT LRI B — IRk g, BigIfEEsF. &’
2. TMAOHNEBEHELTE, Rt XKELMVZUFA

BRI BFTE I FTE,
5.XTUE, SHANE BRI T —EKINE, FHRETE
e LU BHIEEMEAINECE, MEfE LZXERMZR

HIFRXHEKRE, BEERNNEXRERFE, |
W MBSl E RO HUARES A, (EXEL R —
bR e PN L BER

6. X F VAR AERFE L —RET B mEE
RS0, IERA—FHRBMERIE BHEES, BX
Am—1.% 7T, KB EZIM—HIEIH,

|. The development of Shanghai's Pudong is in step with the
establishment of its legal system

2.Xinhua News Agency, Shanghai, February 10, by wire
greporters Jinhu Xie and Chijian Zhang)

In recent years Shanghai's Pudong has promulgated and
implemented 71 regulatory documents relating to areas
such as economics, trade, construction, planning, science and
technology, culture and education, etc., ensuring the orderly
advancement of Pudong's development.
4.Pudong’s development and opening up is a century-
spanning undertaking for vigorously promoting Shanghai and
constructing a modern economic, trade, and financial center.
Because of this, new situations and new questions that have
not been encountered before are emerging in great
numbers.
5.In response to this, Pudong is not simply adopting an
approach of "work for a short time and then draw up laws
and regulations only after waiting until experience has been
accumulated." Instead, Pudong is taking advantage of the
lessons from experience of developed countries and special
regions such as Shenzhen by hiring appropriate domestic
and foreign specialists and scholars, by actively and promptly
formulating and issuing regulatory documents, and by
ensuring that these economic activities are incorporated
into the sphere of influence of the legal system as soon as
they appear.
6.Precisely because as soon as it opened it was relatively
standardized, China's first drug purchase service center for
medical treatment institutions, which came into being at the
beginning of last year in the Pudong new region, in operatin
up to now, has concluded transactions for drugs of over IO%
million yuan and hasn't had one case of kickback.

(part of LDC2007T02, English translation of Chinese treebank)
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Alignment + Extraction

\0\ N 00%.0% .&.3,‘0
o o 6\0‘3\ x\)ﬁo \6\0\)\
Bush |ﬁ
held B
a
talk B
with .
Sharon .
® Annotate-word-alignment—

® Exhaustively extract phrases
6

(Koehn et al.,2003)



Features

- B C()U.nt(é7 f)
logpe(fle) = log Zf' count(e, f’)

I count(é, f)
log p¢(€|f) = log Ze—, COU.Ilt(e_/a f)

® Collect all the phrase pairs from the data,
and ML estimates + other features

A B ||| 'm not familiar ||| -1.4859937213 -7.2301988107 -0.3036824138 -3.0311892056
A B3 ||| do n't know ||| -1.2064088591 -5.3571402084 -3.44026 17349 -6.8870595804
AN B3E ||| i 'm not familiar ||| -2.522085653 -9.1804032749 -1.06784063 -3.0311892056

AN 243 ||] it will be great ||| -2.522085653 -20.871716142 0.0 -11.4593095552
A B3 ||| not accustomed ||| -2.522085653 -5.5628513514 -0.693 1471806 -2.2177906617
AN B3 ||| not accustomed to ||| -2.522085653 -8.5631752395 0.0 -2.2177906617
A B3 ||| not familiar ||| -1.8754584881 -3.4150084505 -0.4212134651 -2.4210642434

~



Decoding
(o oo J(aeen Jgust

ceves)

haron

)| lz(held a talk, juxing le huitan)

Sha r% Bush. buIQI% talks }

ith
Bush\ W Yd 2 talk

e o erees

bushi yu shalong juxing le huitan
(Koehn et al.,2003)
® Node: bit-vector representing covered source words

coves

® Edge: phrasal translations, strictly left-to-right + score

® DP-based Search space: O(2"), Time: O(2"n?)



Non-local features

p(held|Sharon)

Sh . ) ._e00.:
p(Sgaron] <))] —-a---Sharon [ i e ee-held.

, (held|Bush) o--00- he|C|
...... <g> W
Bush™| e :Bush |

p(Bush|(s)) g m i Lemeeetalk]

p(held|Bush)p(alheld)p(talk|a)

® Features that requires scoring out of phrases: bigram
language model

® We usually employ 5-gram LM (4th order Markov)
® Space: O(2"V™!), Time: O(2"V™'n?) for m-gram LM
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® paired-CFG: two RHS, but single LHS

X

1

)

(Chiang, 2007)

® Reordering represented by swapped non-terminals
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Evaluation: ngram precision

Well, | 'd like to stay five nights beginning
October twenty-fifth to thirty .

® | 'd like to stay there for five nights , from October twenty
fifth to the thirtieth .

® | want to stay for five nights , from October twenty fifth to
the thirtieth .

® |'d like to stay for five nights , from October twenty fifth to
the thirtieth .

® | would like to reserve a room for five nights , from October
twenty fifth to the thirtie1]:l21 .



Evaluation: ngram precision

VWVell beginning
twenty-fifth to thirty

1
15

° there for from twenty
fifth to the thirtieth

P1 —

® | want for from twenty fifth
the thirtieth

° for from twenty fifth
the thirtieth

® | would reserve a room for from
twenty fifth to the thirtieth



Evaluation: ngram precision

WVell , beginning
October twenty-fifth to thirty .
11
P1 = 15
° there for , from October twenty

fifth to the thirtieth .

® | want for , from October twenty fifth to
the thirtieth .

° for , from October twenty fifth to
the thirtieth .

® | would reserve a room for  from October
twenty fifth to the thirtieth .



Evaluation: ngram precision

WVell ,

five nights beginning
October twenty-fifth to thirty .
11
15

P1 —

there for five nights , from October twenty

fifth to the thirtieth .

® | want to stay for five nights , from October twenty fifth to
the thirtieth .

for five nights , from October twenty fifth to

the thirtieth .

® | would like to reserve a room for five nights , from October
twenty fifth to the thirtieth .



Evaluation: ngram precision

WVell ,

five nights beginning
October twenty-fifth to thirty .
11
15

P1 —

there for five nights , from October twenty

fifth to the thirtieth .

® | want to stay for five nights , from October twenty fifth to
the thirtieth .

for five nights , from October twenty fifth to

the thirtieth .

® | would like to reserve a room for five nights , from October
twenty fifth to the thirtieth .



Evaluation: BLEU
exp (i i logpn) . min {exp (1 _ 9 ,1}

n=1

® (Uniformly) weighted combination of precision
(Papineni et al., 2002)

® brevity penalty: penalize too short sentences
® r = reference length, ¢ = candidate length

® |f we have multiple “r”, choose the closest-shortest
reference to “c”

® Both factors are computed over the whole document
17



Why BLEU?

® Used as a standard metric for more than |0 years:
Progress of MT is due by BLEU!

® Good indication of you “progress’” and probably not
for comparing systems with different philosophy

® However, into sentences:
corpus-wise metric, thus, harder to optimize

® BP-problem(Chiang et al., 2009):You can generate
spuriously long translations together with a highly
confident short translations

18



A Bad Example

“we come from the land of the ice and snow”
“from the midnight sun where the hot springs flow”

system |
XXX XXX XXX XXX XXX XXX ice XXX
XXX XXX XXX XXX XXX XXX
system 2
X X X X X ice X X X X X X

XXX XXX

® Both shared the same # of words, and the

same # of matches
19



MT Research @ N(I§7?

® Better model, search, and optimization

® Sophisticated models using “syntax’ (or, better
“parsing” with complex models)

® Unsupervised learning with structured hidden
variables (via Bayesian models)

® Better optimization (via discriminative training)

® TJoday’s focus: Optimization

20



Nightmares of
Optimization



How to learn w?

Optimization

(e,d) = argmaxw h(f,d,e)

(e,d)

Assume a loss function £ and minimize the “risk”

over bilingual data, F and E (usually small... WHY?)

Since true distribution is unknown, minimize a
regularized empirical risk

NOTE: £ # error (i.e. | - BLEU)

A

w

arg min
weW

pr(rE) U, B w)]

arg min £(F, E/; w) + AQ(w)

wew

22



Nightmares

w = argminf(F, E;w)+ AQ(w)
we W

® Problem I|:Many alternative translations (¢) possible
with many alternative derivations ()

® We cannot enumerate all possible hidden variables

® Problem 2: ¢ and/or error are corpus-wise, not
sentence-wise (i.e. BLEU)

® We cannot assume a convex function, or gradients
are available

® Problem 3: Enormous search space and high risk of
search errors 23



Learning Strategies



(k-best) Batch Learning

N

1: procedure BATCHLEARN((F, F) = {(f@, e(i)>} )
i=1
2: w0 0 N
3: C = {c(i) = @}izl > k-best list

4: fortec {1...T} do

> decode by w1
> merge k-best list

9: w) <« argming, -, U(F, E,C;w) + AQ(w) > optimize
10: end for
11: return w'?)

12: end procedure

® Approximate the document-wise candidate space by k-
best merging using +
(Och and Ney, 2002)

25



k-best

this is the kyoto kanko hotel , front desk . ||| -48.68790464

this is the kyoto kanko hotel , front desk . ||| -48.85902546

this is the kyoto kanko hotel , front desk . ||| -49.90369084

this is the kyoto kanko hotel , front desk . ||| -50.07481166

this is the kyoto kanko hotel , front desk . ||| -50.32856858

kyoto kanko hotel , front desk . ||| -51.13501382

kyoto kanko hotel , front desk . ||| -51.306 13464

this is the kyoto kanko hotel , front desk . ||| -51.54435478

kyoto kanko hotel , front desk . ||| -52.35080002

kyoto kanko hotel , front desk . ||| -52.52192084

kyoto kanko hotel , front desk . ||| -52.71186262

kyoto kanko hotel , front desk . ||| -52.77567776

kyoto kanko hotel , front desk . ||| -52.88298344

hello, this is the kyoto kanko hotel . front desk . may i help you as soon as possible . ||| -53.77178844
hello, this is the kyoto kanko hotel , front desk . may i help you as soon as possible . ||| -53.90754257
hello, this is the kyoto kanko hotel . front desk . may i help you as soon as possible . ||| -53.92571267
kyoto kanko hotel , front desk . ||| -53.92764882

kyoto kanko hotel , front desk . ||| -53.99146396

hello, this is the kyoto kanko hotel , front desk . may i help you as soon as possible . ||| -54.0614668 |
kyoto kanko hotel , front desk . ||| -54.09876964

kyoto kanko hotel , front desk . ||| -54.35252656

hello, this is the kyoto kanko hotel . front desk . may i help you as soon as possible . ||| -54.98757464




Batch Candidate Space

® Perform optimization over the merged k-bests

® Eventually converge, but merely an

approximation of all the translation candidates
27



Objectives

Minimum Error Rate (MERT) (Och, 2003)

Log linear (softmax) (Och and Ney, 2002; Blunsom et
al., 2008)

Pair-wise Rank Optimization (PRO) (Hopkins and
May, 201 I)

Expected BLEU (xBLEU) (Pauls et al., 2009; Rosti et
al.,, 2010; Rosti et al,, 201 |)

28



MERT

(e,d)ec(?)

N
lorvor (F, B, C; w) = error (E, {arg max 'wTh(f(i), d, e)} )
1

1=

® Due to non-linear error function, non-convex and
impossible to compute derivatives

® Gradient-free optimization: Powell's method or
Downhill-simplex method

® An efficient line search by exploiting piece-wise linear
function of k-best list (Och, 2002)
29



softmax

¢ (F E,C w) ﬂ Z<€*,d*>eo(i) eXp(wTh(f(i)’d*ye*))
softmax ] ; ; — |
M1 ey exp(wTh(f",d, e))

® A set of oracle candidates (o) are softly separated
(Blunsom et al,, 2008), thus not strictly-convex

® Due to non-linear error function, oracles are

computed from k-bests by hill-climbing (VWatanabe,
2012)



PRO
Uhinge (F, E, C;w) = i > >

1=1 (e*,d*)ecl) (e ,d) € eV,
error(e”,e) > 0

max {O, 1—w' (h(f(i), e*,d*) — h(f' e, d))}

® We suffer hinge-loss through exhaustive pair-wise
comparisons

® Sample small # of pairs (Hopkins and May, 201 |) or
sample from a set of good translations and a set of

bad translations (Watanabe, 2012; Semianer et al,,
2012)

31



ﬁ n1n {S:s S:z SjgnEeg y c* (gn)} )
i 2 2ui 2ig,cel
. > . Ts \
min { ex 1 5 1
’ { ( Z T S ) J
® Minimize BLEU risk
® by the (Pauls et al.,, 2009;

Rosti et al., 2010; Rosti et al., 201 |)

® not by the expected sentence BLEU (Li and
Eisner, 2009)

32



BP’

1.2

1)1+ %% 1 1 ——

1t ?— ’

0.8 r
e’ — 1
min {e”, 1} |~
> 06| > 74977 1 ¢ 1000z

04
0.2

O | |

-10 -5 0 5 10

® They tried many alternatives by matlab (Rosti et
al.,, 2010; Rosti et al., 201 1)

® |gnore BP(Tromble et al., 2008)

® |gnore min(Pauls et al., 2009)

33



Online Learning



(k-best) Online Learning

1: procedure ONLINELEARN((F, F) = {(f(i), e(i)>}]_v 1)

2: w0 0

3: 71

4: fortec {1...T} do

5: Choose B; = {b@, ce bg\?} > randomly choose M batch

6: for b € B; do >b={...,(f,e),...}
> decode using w1

8: w') < argmin,,y, £(b, c;w) + AQ(w) > optimize

9: g 7+1

10: end for

11: end for

12: return w("M)

13: end procedure

® |ntroduce online approximation for objectives by
optimizating over a “batch” with +
optimization step 35



Optimize Updates

® Perceptron for MT (Liang et al., 2006)

® MIRA (or PA-I) for MT (Watanabe et al., 2007;
Chiang et al.,, 2008)

® SGD + projection for MT(Watanabe, 2012;
Semianer et al., 2012)

36



MIRA

i Dl — =12 |
arg min QHw w |5 + Z Z i) ex e

w (£ ,e)eb e* € o,
e €c(i)\ o

w! AR(f9, e*e') > Aecrror(e?, e*,e’) — (i) ex e
AR(f' e"e') = h(f",e") —h(f". )
Acrror(e' e* e’) = error(e'?,e’) — error(e'”, e)

Large margin principle: a good translation is separated from
a bad translation by a margin

Minimize the progress by regularizer (Crammer et al.,, 2006)

Easily overfit: stop iterations, averaging etc. (VWatanabe et
al., 2007; Chiang et al., 2008)
37



SGD + Projection

A
arg min {|w||3 + £(w; b)

1

w2 (1 — )\nj)fw(j_l) + n; Al(w; b)
w') min{l 1/\/X }fw(jé)

w5

® Solve a“batch local” objective in each update

® Set learning rate (N) + update by a sub-gradient

(L2 and A#) + projection into a Ly-ball (Shalev-
Shwartz et al,,2007)



Intricacy of BLEU

Optimization for a sentence-wise BLEU
*+optimal for a document-wise BLEU

BLEU on a larger batch: better document-wise
BLEU estimates

However, requiring more iterations

Previous work: Pseudo-document, Decayed
BLEU (Watanabe et al., 2007, Chiang et al., 2008)

39



Optimized Update

. 1 .
w2 argmin§\\w—w(~7_%)\|§+77jA€(fw;b)

w

® )-step update: suffer sub-gradient from L,
+ solve a QP (Watanabe, 2012)

® Similar to MIRA: global L, + directly use
the learning rate as a hyperparameter

40



Experiments

MTO06 MTO8
MERT 31.457 24.13f
PRO 31.761 24.43f
MIRA-L 31.42F 24.157
ORO-Liinge 29.76  21.96
O-ORO-Lyjnge | 32.06 24.95
ORO-Looftmax | 30.77  23.07
0-ORO-Laoftmax | 31.161  23.20

(Watanabe, 2012)

® NIST Chinese-to-English translation task

® Tune on MTO02, development testing on
MTO06, testing on MTO8



BLEU
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Experiments: Batch Size

MTOS8
batch size 1 4 8 16
MIRA-L 23.46 23.971 24.58 24.157
ORO-Lpinge 23.63  23.12 22.07  21.96

O-ORO-Lyinge 23.72  24.021 24.287 24.95

ORO-Lgoftmax 19.27  23.59  23.50  23.07
O-ORO-Lgoftmax | 23.62  23.31  23.03  23.20

(Watanabe, 2012)

43



Conclusion



Summary

® Some concepts from MT

® Optimization for MT
® |ntricacy of an evaluation metric
® k-best batch approximation for

® Online approximation of objectives

45



Outlook

® Feature selection (Simianer et al., 2012)
® |arger data for optimization (Xiao et al, 201 |)
® Bayesian models

® Phrasal model (DeNero et al, 2008; Neubig et al,,
201 1)

® Syntactic models (Blunsom et al., 2009; Cohn and
Blunsom, 2009; Levenberg et al., 2012)

® Deep learning (Le et al., 2012)

46
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