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Introduction

• HDP does not work well in a corpus with several categories.
• Extending HDP by utilizing latent category information.
• Identifying discriminative words in topic modeling.

![Figure 1. Graphical Model of hNHDP](image)

Methods

1. Clustering Structure for data groups $F_k' \sim \sum_{k=1}^{\infty} \omega_k \delta F_k$
2. Combination of global and local components in each cluster $F_k = \epsilon_k G_0 + (1 - \epsilon_k) G_k$.
3. Different base measures for local and global components: $G_0 \sim DP(\alpha, H_0)$ and $G_k \sim DP(\beta, H_1)$

Results

- Lowest perplexity on real datasets
- Ability to extract discriminative words
- Good clustering performance
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